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Abstract

Methods: We used a dataset of 287 clinical encounter transcripts of women diagnosed with early breast talking with their
surgeon to discuss treatments. Each transcript had been previously scored by two researchers using OO5 (0 to 4 scale). We set up
two rules-based baselines, one random and one using trigger words, and classified option talk instances using GPT-3.5 Turbo,
GPT-4, and PaLM 2. To develop and compare the performance of these models, we randomly selected 16 transcripts for
additional human annotation focusing on option talk instances (binary). To assess performance, we calculated Spearman
correlations (rS) between the researcher-generated scores for item 1 for the remaining 271 transcripts and the item 1 instances
predicted by the LLMs.

Results: We observed high levels of correlation between the LLMs and researcher-generated scores. GPT-3.5 Turbo with a few-
shot example had an rS=0.60 (P<.001) with the mean of the two scorers. Other LLMs had slightly lower correlation levels.

Discussion: The LLMs, particularly GPT-3.5 Turbo with few-shot examples, demonstrated superior performance in identifying

option talk instances compared to baseline models. GPT-3.5 Turbo demonstrated the best performance, achieving higher
precision and recall.

Conclusions: Further improvements in score correlations may be possible through improvements in and better understanding of
LLMs.
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Abstract

Introduction: Human assessment of clinical encounter recordings using observer-based
measures of shared decision-making, such as Observer OPTION-5 (005), is expensive. In this
study, we aimed to assess the potential of using large language models (LLMs) to automate the
rating of the 005 item focused on offering options (item 1).

Methods: We used a dataset of 287 clinical encounter transcripts of women diagnosed with
early breast talking with their surgeon to discuss treatments. Each transcript had been
previously scored by two researchers using OO5 (0 to 4 scale). We set up two rules-based
baselines, one random and one using trigger words, and classified option talk instances using
GPT-3.5 Turbo, GPT-4, and PaLM 2> To develop and compare the performance of these models,
we randomly selected 16 transcripts for additional human annotation focusing on option talk
instances (binary). To assess performance, we calculated Spearman correlations ( ’s) between
the researcher-generated scores for item 1 for the remaining 271 transcripts and the item 1
instances predicted by the LLMs.

Results: We observed high levels of correlation between the LLMs and researcher-generated
scores. GPT-3.5 Turbo with a few-shot example had an ;=0.60 (P<.001) with the mean of the

1 Work done independently outside Tempus Al, Inc.
2 Codes used in the work will be release upon acceptance.
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two scorers. Other LLMs had slightly lower correlation levels.

Discussion: The LLMs, particularly GPT-3.5 Turbo with few-shot examples, demonstrated
superior performance in identifying option talk instances compared to baseline models. GPT-
3.5 Turbo demonstrated the best performance, achieving higher precision and recall.
Conclusions: Further improvements in score correlations may be possible through
improvements in and better understanding of LLMs.

Keywords: Generative Al; LLM; GPT; Option talk; Shared Decision-Making

Introduction

Shared decision-making (SDM) leads to improved outcomes that include patients having a
better knowledge of treatment options, lower utilization rates, lower costs, and improved
patient-centered health outcomes [1-4]. Policy initiatives in the US, such as the Merit-based
Incentive Payment System (MIPS) and Medicare Access and CHIP Reauthorization Act of 2015
(MACRA), support the SDM approach, and the Centers for Medicare and Medicaid Services
incentivize SDM with evidence-based patient decision aids in a range of clinical contexts [5].

However, despite the move to incentivize SDM, there is agreement that better measures are
required [6]. Patient-reported experience measures (PREMs) of SDM have been developed [7,8]
but are not widely implemented, and response rates are often low [9]. Moreover, these PREMs
exhibit desirability bias and strong ceiling effects [10]. Observer-based measures (OMs) are
more reliable indicators that SDM has been accomplished. Observer-based assessments also
overcome the limitations of PREMs: PREMs tend to show high SDM with low variation between
clinicians, while OMs—which are closer to “ground truth” by being based directly on the
recorded clinical encounter—typically find low levels of SDM accompanied by high levels of
variation at the clinician level [11]. However, OMs are labor-intensive, time-consuming, and
expensive because they rely on the training and maintenance of calibrated human judges who
make assessments of recordings or transcripts. Moreover, the use of OMs has been so far
restricted to research studies [12,13].

Observer OPTION-5 (005), a widely used OM, based on the collaborative deliberation model
[14], has demonstrated good validity in prior research [13,15-19]. The recommended
assessment method advocates the use of two independent raters to judge SDM performance,
which is time-consuming and expensive. There is an opportunity, therefore, to reduce the
training burden and cost of using OMs by automating the approach, using the developments in
natural language processing (NLP) and artificial intelligence (AI). We therefore wish to
automate the assessment of SDM, using natural language processing (NLP) methods to
substitute for human evaluators. Automation would: (1) make research into SDM more feasible,
enable the analysis of large samples of clinical encounters; (2) make OM easier to use as an
outcome measure in trials; and (3) potentially create the opportunity to give feedback to
practitioners about their accomplished levels of SDM.

Large Language Models (LLMs) [20] are a significant development in the field of artificial
intelligence (AI). These models, characterized by large neural network architectures, have
redefined prior benchmarks for natural language processing (NLP). LLMs have capabilities that
go beyond general tasks and are being used for many applications in healthcare, including
diagnostics, clinical decision support, and medical literature interpretation [21-23]. Recent
research is exploring the potential of LLMs to replace and potentially supplant existing machine
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learning models across various domains [24,25]. Although not fully understood, the
phenomenon of emergent behavior appears when large models exhibit abilities they weren't
explicitly trained to achieve. For example, language models originally trained on broad datasets,
demonstrate unexpected proficiency in extracting nuanced medical information from
unstructured clinical notes, showcasing the potential for unforeseen NLP capabilities in
healthcare applications.

OpenAl's Generative Pre-trained Transformer (GPT) series is a well-known model [26]. GPT-
3.5 underwent training on a 45GB corpus of text. It has capabilities that range from complex
translation tasks to the generation of computer codes [20,27-30]. PaLM (Pathway-based
Language Model), a 540 B parameter model from Google, was developed explicitly as a
generalist few-shot learner [31]. An updated version, PaLM2, is available [32]. The LLMs are
capable of performing task execution without prior demonstrations or training, so-called zero-
shot tasks [33], and using few-shot methods [20], task execution using only a few example
demonstrations [31].

Given the rapid development in the capabilities of these models, we wanted to assess whether
an LLM could be used to detect specific instances of speech acts within transcripts of clinical
encounters recorded in healthcare settings and then compare the model’s detection level to that
of human assessors who had previously done the same the task using the Observer OPTION-5 item
measure. To simplify the task, we focused on the first item of the measure that asks the assessors to
identify if a clinician indicates to a patient that options exist that need to be considered.

Methods
Dataset Utilized

We used a sample of encounter transcripts derived from recordings obtained during a three-arm
randomized trial based in four cancer centers [34]. The trial compared the impact of different
versions of conversation aids designed to facilitate discussing treatment options that were assessed in
this analysis [34]. We recorded encounters between patients and their surgeons discussing the
surgical management of recently diagnosed early-stage breast cancer. Breast surgeons in the
intervention arms had been trained in the use of a conversation aid (Option Grid) that compared two
surgical options for early breast cancer. These conversations were focused on comparing breast-
conserving surgery with radiation versus removal of the breast (i.e., mastectomy). Other therapies
were also sometimes discussed, including chemotherapy, radiation, and genetic testing. Patients
knew of their breast cancer diagnosis prior to the appointment. We obtained ethical approval to
undertake the analysis (IRB WMM STUDY00030157 R).

Transcript Preparation

The conversations were transcribed as separate speaker turns by human transcribers. We used a
natural language processing library application called spaCy to split the speaker turns into individual
lines, based on punctuations inserted by the transcribers.
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Detecting Instances of Option Talk (ltem 1 of Observer OPTION-5
Measure)

We developed an automated system to detect instances within clinician-patient conversations where
options or alternatives were discussed or where clinicians offered options to patients: we refer to
these as “option talk instances”. Examples of option talk instances are provided in (Table 1). These
option talk instances would correspond to a positive score being given to the first item of the
Observer OPTION-5 measure [13]:

Item 1 (Observer OPTION-5) For the health issue being discussed, the clinician draws attention to or
confirms that alternate treatment or management options exist or that the need for a decision exists.
If the patient rather than the clinician draws attention to the availability of options, the clinician
responds by agreeing that the options need deliberation.

Table 1. Examples of clinicians using option talk instances.

Clinician A:
“You can remove just the tumor, which is called a lumpectomy - that’s what this looks like
here versus doing mastectomy where you remove the whole breast ...”

Clinician B:

Line 1: “We’ll talk about what the options are now. With that, you can make a decision.”
Line 2: Patient B: “OKk, let's do it”

Line 3: “You have three options for the treatment ...”

Option Talk Instance: Human Annotation

From the 287 trial transcripts (see (Table A1) in (Multimedia Appendix 1)), we randomly selected 16
conversations that would be evaluated by two researchers (RWY and GE) for the existence of option
talk instances. We used a random number generator to select conversations from the different trial
sites (5 out of 110 from site 1, 3 out of 46 from site 2, 2 out of 8 from site 3, and 5 out of 123 from
site 4) to approximately correspond to the conversations recorded at each trial site. From the sixteen
transcripts, 9 were from an intervention arm (Option Grid or Picture Option Grid), and 7 were from
the usual care arm [34]. RWY and GE annotated the 16 transcripts to identify option talk instances,
talk segments where clinicians describe the existence of more than one option. From the 16
conversations, we used two for experimenting with the LLMs, and the remaining 14 were used to test
the automated evaluations.

Observer OPTION-5 Scores

All 287 encounter transcripts had been previously evaluated by trained researchers using the
Observer OPTION-5 measure, where each item is scored between 0 and 4 [35]. A score of 4
indicated the highest possible score and was interpreted as a positive instance of option talk.

Automated Evaluations of the Selected Transcripts

To automate the identification of option talk instances, we used large language models (LLMs) to
detect instances where clinicians state that a treatment option exists. LLMs may complete tasks
without training data. We achieve this by including a description of the task in addition to the
conversation that needs to be analyzed as input to the LLM models (see (Table A2) in the
(Multimedia Appendix 1)). We benchmarked different versions of LLMs, from OpenAl and Google,
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against: 1) baselines like keyword-based models using trigger words, see below for more details,
and, 2) by comparing them to the annotated instances of option talk identified by human annotators
(GE and RWY).

We instructed the LLMs to identify transcript lines that were positive for option talk instances. Lines
not identified as positive were considered negative for option talk instances. We use three metrics,
precision, recall, and F1 score, to evaluate the classification performance of the LLM [36]. Precision
is the ratio of correctly identified option talk instances (true positive, TP) to all option talk instances
identified by the classifier, (whether true or false positive (FP)), where Precision = True Positive /
(True Positive + False Positive). Recall (R) refers to the ability to find all of the positive option talk
instances, where Recall = True Positive / (True Positive + False Negative). Recall is, therefore, the
ratio of correctly identified option talk instances within the transcript to the total of those that are true
positives and false negatives. The F1 score represents a balanced measure of precision and recall, it
is the harmonic mean of precision and recall. Higher values for precision, recall, and F1 score
indicate better performance for the task. The F1 score is crucial in imbalanced datasets, as here,
where option talk instances are infrequent. Where TP is the True Positive, FP is the False Positive,
and FN is the False Negative, these metrics are represented by the following formulae:
Precision=TP/(TP+FP), Recall=TP/(TP+FN), F1 Score=((P-1 + R-1)/2)-1. In assessing the
classification model performance, we measured the instances of option talk by a clinician. To
illustrate, let us consider an example conversation transcript T, with n transcript lines arranged in
chronological order: T=[l,,,,l,,..I,], where 1,,1,,1;, and I, represent the first, second, third, and the
last lines of the transcript respectively. In this example, let’s assume the human annotation process
identifies 7 ground truth option talk instances Ugsslgesloer lo1ss Lo1ss1610) , and let’s assume the model
predicts these 4 lines [Lps lpislpis 1) as positive for option talk instances. Note that the lines

(I, l56,1p6) all refer to the 6th line in the transcript T.

In situations where an option talk instance extends across multiple lines in the transcript, we grouped
the option talk instances based on their proximity to each other. We use a proximity threshold of 1,
i.e., if two option talk instances on l;and I, are within 1 transcript line of each other, we classify them
as the same cluster. For example, in (Table 1), Lines 1 and 3 from Clinician B are option talk
instances, and Line 2 is not. Since Lines 1 and 3 are within 1 transcript line of each other, we will
cluster them together as {Line 1, Line 2, Line 3} one option talk instance cluster.

In the above example, therefore, the ground truth instances [Lgsslgesloer Io13: lo1s0lgrs] are classified
as three clusters [{lgs,lgeslgrslcs)s o135 lgiasleistslgie)] . Similarly, the predicted instances
[Lposlosslpiys lpinslpyy] are classified in four clusters [ lpy)s{Ip)s{lpigslpia)s o )] . Clustering
enables the model to account for the variability in the lengths of clinicians' option talk instances. We
also considered two option talk instance clusters from ground truth and prediction to be a match
(correct predictions) if they either:

1. Share at least one overlapping option talk line between them, or

2. If the cluster ranges are contiguous, even if they do not have an overlapping option talk

instance between them, for example, {lp11,1p1,] and {lgi3,l61451615) are contiguous clusters.

We adopted this method because the precise position of the option talk instance within the length of
the transcript is not important, and its exact pinpointing by a human annotator would be subjective.
This allows the ground truth and classifier prediction clusters to marginally differ, yet be considered
a positive match. In our example, comparing the ground truth clusters
[{IGS’IGG’lG7’lG8}’“613’lG14’lGlS}’{le}] to the predicted clusters Hlpz}:“P7}’{lpn’lplz}’{lpzzﬂ we
find that:
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1. Clusters {lss,156,167,1cs) and{lp,) are a match as they both contain line I,. Therefore (l,,] is
a True Positive prediction.

2. Similarly, clusters {l;i3,06145lc1s) and {lpy,lp,) are also a match as they form a contiguous
range. Hence {l5,,151,] is also a True Positive prediction.

3. Clusters (lp,] and (l,,,] are not a match with any of the ground truth clusters. Hence they are
False Positive predictions.

4. Similarly, {l;;s] is not a match with any of the predicted clusters. Hence by not identifying
lg; the model has a False Negative assessment.

In the above hypothetical example, #True Positive = 2, #False Positive = 2, and #False Negative = 1.
Hence, using the formulae, Precision = 0.5, Recall = 0.667, and F1 = 0.572. These modifications
enable a robust assessment of the model's effectiveness in identifying option talk instances,
accommodating variations in the length and position of such talk.

Establishing Baselines

To evaluate the usefulness of the machine learning models, we established two baselines for the
option talk identification task. The random baseline involves randomly predicting 2.9% (which is the
percentage of annotated option talk instances in our dataset) of the transcript lines as positive for
option talk instances to determine whether the models perform better than chance. The trigger word
baseline identifies pre-specified words (‘option’, 'choice’, 'decision’, 'either') that clinicians might use
when talking to patients about options and classifies a line as a positive if the trigger words (or their
plural forms) are present. These two baselines were used to compare the machine learning model's
performance against these rule-based approaches.

Option Talk Instance Identification by LLMs

We used LLMs available from commercial vendors OpenAl and Google. From OpenAl we used
GPT-3.5 Turbo and GPT-4. The GPT-3.5 Turbo we used had two versions released on March 1, 2023,
and June 13, 2023. Similarly, GPT-4 is a 1.76 trillion parameter model with two stable versions
released on March 14, 2023, and June 13, 2023. From Google, we used PaLM 2’s version “text-
bison@001” released on June 7, 2023. Although both OpenAl and Google have not disclosed what
changes are made between the two versions, we assume that the main change is that the models were
trained on updated datasets to give access to new knowledge. We did not experiment with other
available variations of GPT and PALM LLMs.

LLMs with emergent behaviors, when given a natural language description of the task, enable tasks
to be completed without a training phase [37], using task prompts. We designed task prompts using
trial-and-error with domain experts’ inputs on the two conversations that were not used during
testing. The task prompt instructs the LLM to identify the most relevant five option talk instances
and then to structure and explain its outputs in a programmatically parseable manner. To improve
performance, we provide a system-level prompt ("You are a medical reviewer.") and furnish two
few-shot examples that demonstrate the task with a made-up conversation and output [Citation
error]. More details are provided in (Table A2) in the (Multimedia Appendix 1). The
outputs/predictions that don’t conform to the format are ignored, for example, if the output is <13>
rather than <Line ID: 13>.

Given that LLM model performance decreases as the context length increases, we divided the

transcripts into sections of 80 transcript lines, formatted as shown in (Table A2) in the (Multimedia
Appendix 1). The outputs were then aggregated to obtain predictions for each encounter.
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Correlation with Human-generated Observer OPTION-5 Scores

Using the 271 encounter transcripts that were not used during the development stages, we correlated
the model predictions of option talk instances with the previously obtained researcher-assessed
Observer OPTION-5 scores. After counting the option talk instances predicted by the model for each
transcript, we followed standard practice and removed outlier conversations (>3 standard deviations)
from this analysis, considering the number of transcript lines and the number of predicted option talk
instances. Given the non-normal distribution of the data, we calculated a Spearman correlation using
the remaining transcription scores.

Cost Analysis

We also performed cost analysis on the models we have used in our study to provide cost insights for
adopting them in similar applications. LL.Ms are deployed on advanced acceleration hardware. The
cost of running the LL.Ms depends on the size of the model, the number of tokens in the user’s input
sentence, and the number of tokens in the sentences generated from the model, where tokens are a
predefined combination of characters. The cost per 1000 tokens in the input and the output are $0.03
and $0.06 for GPT-4, and ~$0.001 and ~$0.002 for GPT-3.5 turbo and PaLM 2. We report the
average cost per conversation for option talk instance prediction for each of the models used in our
work. We also compare the cost for these predictions with the cost required for the manual OO5
scoring using the trained researchers.

Results

Performance comparisons of the two baselines, LLM variants, with and without using few-shot
examples, are shown in (Table 2). Text Word Baseline obtained higher scores than the Random
Baseline. All the LLM models perform better than the random baseline and the trigger-word
baselines by a good margin. Overall we got the best performance from GPT-3.5 Turbo (03/01) with
few-shot examples. Among models with no examples, PaLM 2 obtained higher precision but lower
recall compared to the others. Before adding few-shot examples, GPT-4 performed better than GPT-
3.5 Turbo as expected, because GPT-4 is a larger model. However, after adding few-shot examples
GPT-3.5 Turbo performed even better, yet GPT-4’s performance remained unchanged. Few-shot
examples improve performance most of the time, but there are cases when examples have the
opposite effect. We found that a more recent LLM version of the LLM model did not outperform the
previous model. GPT-3.5 Turbo (June 2023) had a significant decrease in performance compared to
the March 2023 version with few-shot examples. Although PaLLM 2 lacks recall, it performed better
in terms of the F1 score without the few-shot examples. We show some examples of errors made by
the best model GPT-3.5 Turbo (03/01) with a few-shot examples model in (Table 3).

Table 2. Option Talk Instance Identification: Comparative Model Performance (Sample N=14 test
conversations).

Model Used Precision Recall F1
Random Baseline 0.01 0.05 0.001
Trigger Word Baseline 0.15 0.67 0.21
GPT-3.5 Turbo (03/01) + Zero-shot 0.12 0.82 0.20
GPT-3.5 Turbo (06/13) + Zero-shot 0.12 0.82 0.20
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GPT-4 (03/14) + Zero-shot 0.17 0.87 0.28
GPT-4 (06/13) + Zero-shot 0.16 0.85 0.27
PalLLM 2 (06/07) + Zero-shot 0.21 0.69 0.29
GPT-3.5 Turbo (03/01) + Few-shot 0.24 0.90 0.38
GPT-3.5 Turbo (06/13) + Few-shot 0.16 0.87 0.28
GPT-4 (03/14) + Few-shot 0.17 0.77 0.27
GPT-4 (06/13) + Few-shot 0.17 0.82 0.28
PalLLM 2 (06/07) + Few-shot 0.12 0.70 0.17

Table 3. Comparing Human Annotation with Model Errors: GPT-3.5 Turbo Few Shot (03/14/2023).

Excerpt from transcript Annotator | Model Error Type
Prediction

Clinician reading from the conversation aid: | Negative Positive False

“Will my lymph nodes be removed? 1 sample the Positive

lymph nodes with either surgery, so when (Does not

you’re asleep, I go in underneath the arm, and I contain an

take one or two lymph nodes to see if the cancer option talk

has spread there. I do that with both.” instance)

Clinician reading from the conversation aid:

“Will I need chemotherapy? Well, we already

talked about that. For you, you’re definitely

going to need it because you have the HER2”.

“If there is cancer, and if positive for cancer in | Negative Positive False

the sentinel node or the clipped node, then the Positive

standard treatment would be to do an axillary

dissection.

That’s the surgery.

Axillary dissection would be standard, and the

radiation therapy, this would be ... standard

would be radiation therapy.”

“Yes, we’ll go through these options here, but at | Positive Negative False

the end, I’m going to recommend what I think Negative

we need to do, okay? So, this goes through the

two different options talking about lumpectomy,

just taking out the lump versus a mastectomy,

removing the whole breast.”

“I can give you my impression and tell you | Positive Negative False
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what I think, and you can decide whatever you Negative
want, so that’s fine.”

Correlation with Human-generated Observer OPTION-5 Scores:

The results of the Spearman correlation (7,) are shown in Figure 1, which shows data from the best
performing model, GPT-3.5 Turbo (03/01) with Few-shot examples, against the researcher-generated
OO5 scores on 266 transcripts, after removing 5 outlier transcripts. The correlation coefficients were
0.47 and 0.57 (P<.001) between the model-predicted option talk instances and the individually
generated OO5 Item 1 score. The correlation coefficient between the model and the averaged OO5
scores of the two researchers was 0.60 (P<.001).

Cost Analysis:

Our dataset contains conversations with an average duration of 24 minutes. For the option talk
instance prediction, on average, it costs $0.017 per conversation with GPT-3.5 Turbo and $0.7 for
GPT-4 API calls with few-shot examples. For the manual coding process, we paid the researchers an
equivalent of $25 per hour in 2024, and the time they required to code a conversation is
approximately equal to the duration of the conversation, hence the average cost per conversation is
$10 per conversation. Since in our work, we used two researchers for double scoring we spent $20
per conversation to obtain manual scores.

Figure 1. Spearman Correlation between researcher-generated Observer OPTION-5 Scores and GPT-
3.5 Turbo (03/01/2023) + Few-shot predictions.

Correlation (Mean of 2 Scorers): » =0.6, P<.001
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Discussion

Principal Findings

The LLMs, particularly GPT-3.5 Turbo with few-shot examples, outperformed the baseline random
and trigger-word models when identifying option talk instances. When comparing the performance
of a GPT-3.5, GPT-4, and PaLM 2, GPT-3.5 Turbo (03/01) with few-shot examples demonstrated the
best overall performance on the task provided, achieving higher precision and recall. Additionally,
the correlation analysis between LL.M predictions and researcher-generated OPTION-5 scores
showed moderate to strong correlations, indicating alignment between model predictions and human
scoring using item 1 of the OO5 measure. The cost of using an LLM such as GPT-3.5 turbo for this
specific task was relatively low but does not represent the true cost of collecting and preparing the
data for analysis.

Strengths and Weaknesses of the Method

The LLMs, especially GPT-3.5 Turbo with few-shot examples, outperformed the baseline models
that we had developed, suggesting the potential utility of LLMs in automating elements of speech in
clinical encounters, and specifically the identification of option talk instances in conversations. The
correlation analysis demonstrated a significant association between the LLM predictions and
researcher-generated assessments, reinforcing the model's utility. Occasionally, LLMs, including
PalLM 2 and GPT-4, produced outputs that deviated from instructions, highlighting the importance of
careful construction of prompts and evaluating the model predictions. The reduced performance of
more recent updates in the LL.M points to the need to explore and assess the behavior of each version
as they are made available.

Results in Context

Our findings contribute to the evolving landscape of natural language processing in healthcare
contexts, and their application to a wide set of tasks [25]. The application of LLMs in analyzing
healthcare conversations to detect discrete elements of talk between clinicians and patients is
unexplored new ground [38,39]. Our demonstration that LLMs can detect speech acts such as option
talk instances points to the potential to use this technology to measure approaches such as shared
decision-making in healthcare contexts [40]. The trade-off between precision and recall, as observed
in PaLM 2, underscores the importance of considering multiple factors when evaluating model
capabilities. The unexpected performance of the Text Word Baseline underscores the influence of
domain-specific speech patterns, adding depth to our understanding of baseline comparisons.

Implications

This study took one item of an existing OM for shared decision-making and showed that an LLM
can identify speech elements within transcripts that correlate to a modest degree with a high score
given by researchers. If the same could be achieved for the next four items of Observer OPTION-5,
we could evaluate the degree of correlation for overall scores, and begin to consider whether the
assessment of shared decision-making in clinical encounters could be automated if audio recordings

https://preprints.jmir.org/preprint/57790 [unpublished, non-peer-reviewed preprint]
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and transcripts were available. Such a development would point the way to other evaluations of
communication within clinical encounters REF.

Collecting the recordings and having prior evaluation scores generated by two independent
researchers for the Observer OPTION-5 measure required access to research data and processes that
spanned several years. Undertaking this prior work is necessary before collaborating with a
researcher capable of developing baseline models, and applying the capability of LLMs. Similarly,
we can also get multiple outputs from LLM by using different samples or different models and
prompt methods. Using data from patient encounters needs strategies to safely manage personal
health information (PHI), ensuring safe anonymization, or high-security platforms that protect
privacy in accordance with the relevant policies. Similar compliance with LLM API providers will
be required using contracts such as Business Associate Agreements (BAAs).

Further progress will require sustained interdisciplinary work across technology services, which will
require attention to security and data use agreements. Our work could lead to several areas of future
research, including the task of fine-tuning the LLMs, customizing their capability for healthcare
contexts, and investigating the optimal use of few-shot examples, with a focus on tailoring examples
to individual LLMs for improved performance.

Conclusion

Our study lays some of the groundwork for leveraging LLMs to enhance SDM measurement in
clinical encounters and the possibility of using such data for improving future patient-physician
communication processes.
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Spearman Correlation between researcher-generated Observer OPTION-5 Scores and GPT-3.5 Turbo (03/01/2023) + Few-shot
predictions.

Figure 1 Spearman Correlations between researcher-generated Observer OPTION-5 Scores
and GPT-3.5 Turbo predictions

Correlation (Mean of 2 Scorers): r=0.6, P<.001
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